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bINSA Centre Val de Loire, Université d’Orléans, PRISME EA 4229, Bourges Cedex 18022, France

cLE STUDIUM RESEARCH PROFESSOR, Loire Valley Institute for Advanced Studies, Orléans, France
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Abstract

In this paper, a non-asymptotic pseudo-state estimator for a class of commensurate fractional order linear systems is designed
in noisy environment. Different from existing modulating functions methods, the proposed method is based on the system
model with fractional sequential derivatives by introducing fractional order modulating functions. By applying the fractional
order integration by parts formula and thanks to the properties of the fractional order modulating functions, a set of fractional
derivatives and fractional order initial values of the output are analogously obtained by algebraic integral formulas. Then,
an explicit formula of the pseudo-state is accomplished by using the fractional sequential derivatives of the output computed
based on the previous results. This formula does not contain any source of errors in continuous noise-free case, and can be used
to non-asymptotically estimate the pseudo-state in discrete noisy case. The construction of the fractional order modulating
functions is also shown, which is independent of the time. Finally, simulations and comparison results demonstrate the efficiency
and robustness of the proposed method.
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1 Introduction

During recent decades, the researches upon fractional
order systems and controllers have been hot topics, and
numerous scientific works have been proposed in various
aspects [1–5]. Due to the non-locality of fractional op-
erators, the real-state of a fractional order system can
be divided into two parts: the pseudo-state and an ini-
tialization function [6]. However, the knowledge of the
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pseudo-state is quite vital in some applications of frac-
tional order systems [6]. Thus, the estimation of the
pseudo-state is obviously valuable. Among the previous
works, the fractional order observers [7] and the modu-
lating functions method [8] are notable. The fractional
order observers are usually asymptotic and cannot meet
some requirements of online applications [9,10]. To over-
come this drawback, the modulating functions method
has been proposed in [8] as a kind of non-asymptotic
method, which is also robust against corrupting noises.

Recall that the modulating functions method was firstly
introduced for linear identification in [11] and has been
widely used for linear and non-linear identification of
integer order systems [12]. Recently, this method has
been extended to fractional order case, such as param-
eter estimation [13,14], pseudo-state estimation [8] and
fractional order differentiators [15,16]. In [8], general-
ized modulating functions were used to derive algebraic
formula for the pseudo-state by eliminating undesired
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terms. Thanks to the algebraic integrals performing as
low-pass filters [17], the method was efficiently and ro-
bustly executed without knowing the initial conditions.
Though, there are still a wide space remaining for fur-
ther innovation. Actually, in [8] the pseudo-state was es-
timated by separately estimating the fractional deriva-
tives of the output and some fractional order initial val-
ues. For this purpose, a set of fractional order differential
equations were constructed, which produced more unde-
sired terms. Thus, some more conditions were imposed
to the modulating functions.

Bearing these points in mind, compared to [8], a dis-
tinctive modulating functions method is provided in this
paper by introducing fractional order modulating func-
tions. Similar to [8], the proposed estimator is also non-
asymptotic and robust against noises. Superior to [8],
the estimation process is greatly simplified and the com-
putation effort is reduced with the main advantages out-
lined as follows.

• There is no need to construct additional equations.
• No more additional fractional order initial values are
generated.

• The required fractional derivatives and fractional or-
der initial values are analogously estimated.

• The construction of the used modulating functions is
independent of time.

• Better robustness with respect to noises than [8] is
shown in numerical results.

In the rest parts, the content of this paper is organized as
follows. Preliminaries and the problem formulation are
provided in Section 2. The advantages and the details
of the proposed pseudo-state estimator are presented in
Section 3, as well as the construction of the fractional or-
der modulating functions. Numerical example and con-
clusions are given in the last two sections.

2 Preliminaries

2.1 Fractional calculus

This subsection presents some definitions and properties
on fractional calculus, which are useful in this work.

Through this paper, the following notations are used:
I = [0, h] ⊂ R, α ∈ R+

1 , and l = ⌈α⌉, where ⌈α⌉
denotes the smallest integer greater than or equal to α.
Then, the following definitions can be found in [18,19].

Definition 1 TheRiemann-Liouville fractional integral

1 In this paper, R+ denotes the set of positive real numbers,
and N∗ denotes the set of positive integers.

of a function f is defined as follows:
D0

tf(t) := f(t),

D−α
t f(t) :=

1

Γ(α)

∫ t

0

(t− τ)
α−1

f(τ) dτ,
(1)

where Γ(·) is the well-known Gamma function [20].

Definition 2 The Riemann-Liouville fractional deriva-

tive of a function f is defined asDα
t f(t) :=

dl

dtl

{
Dα−l

t f(t)
}
.

Definition 3 Let k ∈ N, the Riemann-Liouville frac-
tional sequential derivative of a function f is defined as
follows:

sDkα
t f(t) :=

 f(t), for k = 0,

Dα
t

{
sD(k−1)α

t f(t)
}
, for k ≥ 1.

(2)

Based on the additive index law of fractional derivatives
[18], the following important lemma can be given.

Lemma 1 [8] TheRiemann-Liouville fractional integral
and derivative of a fractional sequential derivative can be
given as follows: ∀β ∈ R, ∀ k ∈ N∗,

Dβ
t

{
sDkα

t f(t)
}
= Dβ+kα

t f(t)− ϕβ,k,α {f(t)} , (3)

where

ϕβ,k,α {f(t)} :=

k∑
j=1

ψβ+(j−1)α,α

{
sD(k−j)α

t f(t)
}
. (4)

ψβ,α {f(t)} is a decreasing function of t defined by:

ψβ,α {f(t)} :=

⌈α⌉∑
i=1

cβ,i t
−β−i

[
Dα−i

t f(t)
]
t=0

(5)

with

cβ,i =

{
0, if β ∈ Z,
1

Γ(1−β−i) , else.
(6)

Moreover, we have: ∀ k ≥ 2,

sDkα
t f(t) = Dkα

t f(t)− ϕα,(k−1),α {f(t)} . (7)

Consequently, (7) provides the relationship between the
derivatives introduced in Definition 2 and Definition 3.
Let us introduce some other kinds of fractional deriva-
tives with useful formulas.
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Definition 4 [19] The right-sided Caputo fractional
derivative of a function f is defined on [0, h[ as follows:

CD
0
t,hf(t) : = f(t),

CD
α
t,hf(t) : =

(−1)l

Γ(l − α)

∫ h

t

(τ − t)
l−α−1

f (l)(τ) dτ.

(8)

The fractional order integration by parts formula is an
indispensable tool in this work, which is given in the
following lemma.

Lemma 2 [21] For any interval [0, t] ⊂ I, the following
formula holds:∫ t

0

g(τ)Dα
τ f(τ) dτ =

∫ t

0

CD
α

τ,tg(τ)f(τ) dτ

+

⌈α⌉−1∑
k=0

(−1)k
[
g(k)(τ)Dα−1−k

τ f(τ)
]τ=t

τ=0
.

(9)

Finally, the following fractional derivative will be quite
important in the sequel.

Definition 5 The right-sided Caputo fractional sequen-
tial derivative of a function f is defined as follows:

C
s Dkα

t,hf(t) :=

 f(t), for k = 0,

CDα
t,h

{
C
s D

(k−1)α
t,h f(t)

}
, for k ≥ 1.

(10)

Remark that several kinds of fractional derivatives are
previously defined for different purposes. Firstly, the
considered fractional order systems are defined based on
the Riemann-Liouville fractional derivatives. Secondly,
the pseudo-state will be expressed by the fractional se-
quential derivatives of the output. Thanks to Lemma 1,
the latter will be obtained by calculating the Riemann-
Liouville fractional derivatives and some fractional or-
der initial values of the output. Finally, instead of calcu-
lating directly the Riemann-Liouville fractional deriva-
tives of the output, algebraic integral formulas will be
provided by applying Lemma 2, where the right-sided
Caputo fractional derivatives of constructed modulating
functions need to be explicitly calculated.

2.2 Problem formulation

Let us consider the following commensurate fractional
order linear system within this framework:

Dα
t x = Ax+Bu, (11)

y = Cx, (12)

on I ⊂ R+ ∪ {0}, where A ∈ RN×N , B ∈ RN×1, C ∈
RN×1, Dα

t x = (Dα
t x1, . . . ,D

α
t xN )

T
with α = 1

q , q,N ∈
N∗, x ∈ RN is the pseudo-state column vector with un-
known initial values, y ∈ R and u ∈ R are the output
and the input, respectively. It is assumed 0 < α < 2
to guarantee the stability [22]. Moreover, the following
conditions are assumed to be fulfilled:

(C1) : rank
(
CT ATCT · · · (AT )

N−1
CT

)T

= N ,

(C2) : CB = CAB = · · · = CAN−2B = 0,
(C3) : CA

N−1B ̸= 0.

This paper aims at estimating the pseudo-state x in
noisy environment. To achieve the objective, by apply-
ing the modulating functions method, the system de-
fined by (11)-(12) firstly needs to be transformed into a
fractional order differential equation as done in [8].

Lemma 3 [8] If the system defined by (11)-(12) satisfies
conditions (C1) − (C3), then it can be written into the
following form on I:

N∑
i=0

ai sDαi
t y(t) = ū(t), (13)

where ū = CAN−1Bu, αi = iα, for i = 0, . . . , N , aN =
1, ai ∈ R, for i = 0, . . . , N − 1, are coefficients of the
characteristic polynomial of A. Moreover, the pseudo-
state variables of x can be written as linear combinations
of the fractional sequential derivatives of the output y:

x =M−1
2 M1

(
y, sDα

t y, · · · , sD
(N−1)α
t y

)T

, (14)

where M1 =


a1 a2 a3 · · · aN−1 1
...

...
...

. . .
...

...

aN−1 1 0 · · · 0 0

1 0 0 · · · 0 0

, and

M2 =



CAN−1 +

N−1∑
i=1

aiCA
i−1

...

CAN−j +

N−1∑
i=j

aiCA
i−j

...

C


.

3 Main results

In this section, the fractional sequential derivatives

sDkα
t y for k = 0, . . . , N − 1, will be calculated by means
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of fractional derivatives and a set of fractional order
initial values which are expressed by algebraic integral
formulas. Thus, the pseudo-state x can be given by
explicit integral formulas using (14). To achieve this
objective, the previously mentioned fractional order
modulating functions are introduced as follows.

Definition 6 Let Ī = [ā, b̄] ⊂ R, N ∈ N∗, j ∈
{0, . . . , N − 1}, and gj be a function satisfying the fol-
lowing property: for j′ = 0, . . . , N ,

(P5) :
C
s D

j′α
τ,t {gj} exists and is integrable on Ī.

• If the two following properties are fulfilled: for j′ =
0, . . . , N − 1,

(P l
6) :

[
C
s D

j′α
τ,t {gj(τ)}

]
τ=ā

= 0,

(P l
7) :

[
C
s D

j′α
τ,t {gj(τ)}

]
τ=b̄

= δj′j,

where δkn is the Kronecker delta function defined as fol-
lows [23]: δkn = 1 if k = n, δkn = 0 else, then gj is called
left-sided (N, j)th order fractional modulating function
on Ī.

• If the two following properties are fulfilled: for j′ =
0, . . . , N − 1,

(P r
6 ) :

[
C
s D

j′α
τ,t {gj(τ)}

]
τ=ā

= δj′j,

(P r
7 ) :

[
C
s D

j′α
τ,t {gj(τ)}

]
τ=b̄

= 0,

then gj is called right-sided (N, j)
th order fractional mod-

ulating function on Ī.

3.1 Explicit integral formula of the pseudo-state

In this subsection, the main goal is to provide alge-
braic integral formulas for the fractional sequential
derivatives sDkα

t y for k = 0, . . . , N − 1, which are
used to express the pseudo-state x by using (14). Ac-
cording to (7), sDkα

t y can be obtained by means of
the fractional derivatives Dkα

t y and the corresponding

fractional order initial values
[
Dα−1

t {sDjα
t y(t)}

]
t=0

for

j = 0, . . . , N − 3. Moreover, Dkα
t y can be calculated us-

ing (3) by Dα−1
t {sDjα

t y(t)} with j = k− (1− q) and the
previous fractional order initial values. Consequently, we
will first express Dα−1

t {sDjα
t y(t)} by algebraic integral

formulas (see Theorem 1), and then in a second result
we will provide algebraic integral formulas for the initial

conditions
[
Dα−1

t {sDjα
t y(t)}

]
t=0

(see Theorem 2).

Theorem 1 Let y be the output of the system defined
in (11)-(12) on I. For 0 < t ∈ I, suppose that glj for

j = 0, . . . , N − 1, are functions on [0, t] satisfying (P5)
and (P l

6), where ā = 0 and b̄ = t in Definition 6. Then,

Dα−1
t {sDjα

t y(t)}, for j = 0, . . . , N − 1 can be obtained
by solving the following linear system:

Λl(t)Θ(t) = Ωl, (15)

where ∀ τ ∈ [0, t], the elements ofΛl(τ) ∈ RN×N ,Θ(τ) ∈
RN×1 andΩl ∈ RN×1 are defined by: for j = 0, . . . , N−1,

Θj(τ) = Dα−1
τ {sDjα

τ y(τ)}, (16)

Ωl
j =

∫ t

0

glj(τ)ū(τ) dτ −
N∑
i=0

ai

∫ t

0

C
s Diα

τ,t{glj(τ)}y(τ) dτ,

(17)

and for i = 1, . . . , N , j = 0, . . . , N − 1,

Λl
j,i(τ) =

N−i∑
j′=0

ai+j′
C
s D

j′α
τ,t {glj(τ)}. (18)

Moreover, if glj for j = 0, . . . , N − 1, are left-sided

(N, j)th order fractional modulating functions on [0, t],
then we have: ∀ j ∈ {0, . . . , N − 1},

Dα−1
t {sDjα

t y(t)} =

j∑
i=0

λj−iΩ
l(N − 1− i), (19)

where

λj =


1, if j = 0

−
j−1∑
i=0

aN−i−1λj−i−1, else.
(20)

Proof. The proof can be given in following steps.

Step 1: Multiplication and integration. By multi-
plying N functions glj for j = 0, . . . , N − 1 to (13) and
integrating from 0 to t, we get:

N∑
i=0

ai

∫ t

0

glj(τ)sDiα
τ y(τ) dτ =

∫ t

0

glj(τ)ū(τ) dτ. (21)

Step 2: Fractional order integration by parts. By
sequently applying N times fractional order integration
by parts formula given in Lemma 2 to (21), we obtain:

4



for j = 0, . . . , N − 1,

N∑
i=0

ai

∫ t

0

C
s Diα

τ,t{glj(τ)}y(τ) dτ =

∫ t

0

glj(τ)ū(τ) dτ −
N∑

j′=1

N∑
i=j′

ai

×
[
C
s D

(j′−1)α
τ,t {glj(τ)}Dα−1

τ {sD(i−j′)α
τ y(τ)}

]τ=t

τ=0
.

(22)

Step 3: Solving linear systems. By regrouping
the terms in the double sum in (22), we get: for
j = 0, . . . , N − 1,

N∑
j′=1

N∑
i=j′

ai

[
C
s D

(j′−1)α
τ,t {glj(τ)}Dα−1

τ {sD(i−j′)α
τ y(τ)}

]τ=t

τ=0
=

N∑
i=1

N−i∑
j′=0

ai+j′
C
s D

j′α
τ,t {glj(τ)}

Dα−1
τ {sD(i−1)α

τ y(τ)}

τ=t

τ=0

.

(23)

Based on the notations given in (16)-(18) and us-
ing (23), (22) can be rewritten into a matrix form:
Λl(t)Θ(t)− Λl(0)Θ(0) = Ωl. Hence, if (P l

6) is fulfilled,
then Λl(0) is eliminated and (15) is obtained. Moreover,
if (P l

7) is fulfilled, then Λl(t) becomes M1. Its inverse

is given as M1
−1 =


0 0 · · · 0 1

0 0 · · · 1 λ1
...

...
...

. . .
...

1 λ1 · · · λN−2 λN−1

, where

λj for j = 0, . . . , N − 1 are defined in (20). Thus, this

proof can be completed by the solution Θ(t) =M1
−1Ωl

of (15). �

In the following theorem, the algebraic integral formulas

for
[
Dα−1

t {sDjα
t y(t)}

]
t=0

for j = 0, . . . , N −1 are given.

Theorem 2 Let y be the output of the system defined
in (11)-(12) on I. For 0 < t ∈ I, suppose that grj for
j = 0, . . . , N − 1, are functions on [0, t] satisfying (P5)
and (P r

6 ), where ā = 0 and b̄ = t in Definition 6. Then,[
Dα−1

τ {sDjα
τ y(τ)}

]
τ=0

, for j = 0, . . . , N − 1 can be ob-
tained by solving the following linear system:

Λr(0)Θ(0) = −Ωr, (24)

where ∀ τ ∈ [0, t], the elements of Λr(τ) and Ωr are de-
fined by substituting glj by g

r
j in (17) and (18) respectively,

and Θ(0) is defined by taking τ = 0 in (16) . Moreover,
if grj for j = 0, . . . , N − 1, are right-sided (N, j)th order

fractional modulating functions on [0, t], then we have:
∀ j ∈ {0, . . . , N − 1},

[
Dα−1

τ {sDjα
τ y(τ)}

]
τ=0

= −
j∑

i=0

λj−iΩ
r(N − 1− i),

(25)

where λj−i are defined in (20).

Proof. This proof is similar to the one of Theorem
1. By substituting glj by grj in (21)-(23), we can get
Λr(t)Θ(t)− Λr(0)Θ(0) = Ωr. Hence, if (P r

6 ) is fulfilled,
then Λr(t) is eliminated and (24) is obtained. Moreover,
if (P r

7 ) is fulfilled, then (25) can be obtained. �

Based on the results of Theorem 1 and Theorem 2, we
are ready to give the required fractional derivatives Dkα

t y
for k = 0, . . . , N − 1 in the following corollary.

Corollary 1 Under the same hypotheses given in The-
orem 1, Dkα

t y with α = 1
q (q ∈ N∗) are given as follows:

• for k = 1− q, . . . , N − q,

Dkα
t y(t) = Dα−1

t {sDiα
t y(t)}+ ϕα−1,i,α{y(t)}, (26)

with i = k − (1− q),

• for k = N + 1− q, . . . , N − 1,

Dkα
t y(t) = Di′α−1

t {sDNα
t y(t)}+ϕi′α−1,N,α{y(t)}, (27)

with i′ = k − (N − q), and

Di′α−1
t {sDNα

t y(t)} =

Di′α−1
t ū(t)−

N−1∑
i=0

ai D
i′α−1
t {sDiα

t y(t)},
(28)

where Di′α−1
t {sDiα

t y(t)} for i = 0, . . . , N − 1, are given
by Theorem 1 if i′ = 1, and by:

Di′α−1
t {sDiα

t y(t)} = Dk′α
t y(t)− ϕi′α−1,i,α{y(t)}, (29)

else, with k′ = i+ i′ − q ∈ {1− q, . . . , k− 1}. Moreover,
ϕi′α−1,i,α{y(t)} for i′ = 1, . . . , q − 1, i = 0, . . . , N , are

given by using (4) and
[
Dα−1

t {sDjα
t y(t)}

]
t=0

for j =

0, . . . , N − 1, which are given by (25).

Proof. Firstly, (26), (27) and (29) can be obtained by
applying (3). Secondly, (28) can be obtained by applying

Di′α−1
t to (13) for i′ = 1, . . . , q− 1. Then, this proof can

be completed using a recursive way. �
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With the computation results given in Theorem 1, The-
orem 2 and Corollary 1, we are ready to give the algo-
rithm that enables us to compute the pseudo-state x:

Step 1. By applying (19) and (25), computeDα−1
t {sDjα

t y}
and

[
Dα−1

t {sDjα
t y(t)}

]
t=0

for j = 0, . . . , N − 1.

Step 2. By applying (4), compute ϕi′α−1,i,α{y(t)} for
i′ = 1, . . . , q − 1, i = 0, . . . , N .

Step 3. For k = 1 − q, . . . , N − q, compute Dkα
t y by

applying (26).
Step 4. For k = N + 1 − q, . . . , N − 1, set i′ = k −
(N − q). If i′ > 1, then by applying (29) compute

Di′α−1
t {sDiα

t y} for i = 0, . . . , N − 1.

Step 5. By applying (28), compute Di′α−1
t {sDNα

t y}.
Step 6. By applying (27), compute Dkα

t y.
Step 7. By applying Definition 3 and (7), compute

sDkα
t y for k = 0, . . . , N − 1 using Dkα

t y.
Step 8. By applying (14), compute the pseudo-state x
using sDkα

t y.

By using this algorithm, the algebraic formulas can
provide estimation with convergence in finite-time [8].
Meanwhile, the integrals can be considered as low-pass
filters [17]. Thus, non-asymptotic and robust pseudo-
state estimator can be designed in discrete noisy case.
Before doing so, the used modulating functions should
be constructed.

3.2 Construction of modulating functions

There exist several kinds of modulating functions in the
literature [24]. Since the right-sided Caputo fractional
derivative of a unusual function can not be analytically
calculated, polynomial type modulating functions were
considered in [8] to be conveniently operated by frac-
tional derivatives. In the proposed method, power func-
tions are chosen to construct the required modulating
functions with the expected properties. A useful formula
is provided firstly in the following lemma, which can be
obtained by sequently applying the property of the right-
sided Caputo fractional derivative given in [19].

Lemma 4 Let m, j′ ∈ N and 0 < α < 1, then we have:
C
s D

j′α
τ,t (t− τ)

mα
=

Γ (mα+ 1)

Γ ((m− j′)α+ 1)
(t− τ)

(m−j′)α
, if m ≥ j′,

0, else.

The details of the construction of modulating functions
are provided in the following proposition.

Proposition 1 For 0 < t ∈ I, and j ∈ {0, . . . , N − 1},
let gj be a function defined on [0, t] as gj(τ) =∑N ′

j−1

i=0 ci t
−iα(t− τ)

(i+j)α
, where N ′

j = 2N − j, the

coefficient c = (c0, c1, . . . , cN ′
j
−1)

T is the solution of the

following linear system:

Qc = d, (30)

where d ∈ RN ′
j×1, and Q ∈ RN ′

j×N ′
j is defined by: for

k, i = 0, . . . , N ′
j − 1,

Q(k, i) =

Γ ((i+ j)α+ 1) , if k ≤ N − 1− j and k = i,
Γ ((i+ j)α+ 1)

Γ ((i− k +N)α+ 1)
, if N − j ≤ k < N,

Γ ((i+ j)α+ 1)

Γ ((i− k +N)α+ 1)
, if k ≥ N and i ≥ k −N,

0, else.

(31)

• If d is defined by: for k = 0, . . . , N ′
j − 1, d(k) = δk0,

then gj is a left-sided (N, j)
th order fractional modulating

function on [0, t], i.e. (P5), (P
l
6) and (P l

7) are fulfilled.

• If d is defined by: for k = 0, . . . , N ′
j−1, d(k) = δkN , then

gj is a right-sided (N, j)th order fractional modulating
function on [0, t], i.e. (P5), (P

r
6 ) and (P r

7 ) are fulfilled.

Proof. For j ∈ {0, . . . , N − 1}, we calculate C
s D

j′α
τ,t gj

for j′ = 0, . . . , N , then by applying Lemma 4 we get:
∀ τ ∈ [0, t],

C
s D

j′α
τ,t gj(τ) =

N ′
j−1∑

i=σj′j

ci
Γ((i+ j)α+ 1)

Γ((i+ j − j′)α+ 1)
t−iα(t− τ)

(i+j−j′)α
,

(32)

where σj′j = j′ − j if j ≤ j′, σj′j = 0, else. Since i +
j − j′ ≥ 0, (P5) is fulfilled. Moreover, we have: for j′ =
0, . . . , N − 1,

C
s D

j′α
τ,t gj(t) =

{
0 if j′ < j,

cj′−jΓ(j
′α+ 1) t(j−j′)α, else.

(33)
and

[
C
s D

j′α
τ,t gj(τ)

]
τ=0

= t(j−j′)α

N ′
j−1∑

i=σj′j

ci
Γ((i+ j)α+ 1)

Γ((i+ j − j′)α+ 1)
,

(34)

Since C
s D

j′α
τ,t gj(t) = 0 for j′ < j, if the coefficients ci

are chosen such that
[
C
s D

j′α
τ,t gj(τ)

]
τ=0

= 0 for j′ =

6



0, . . . , N−1, and C
s D

j′α
τ,t gj(t) = δj′j for j

′ = j, . . . , N−1,

then (P l
6) and (P l

7) are fulfilled. For this, N ′
j = 2N − j

equations should be constructed. Hence, the linear sys-
tem in (30) is obtained using (33) and (34), where d(k) =
δk0 for k = 0, . . . , N ′

j − 1. Hence, if c is the solution of

this system, then (P l
6) and (P l

7) are fulfilled. Similarly,
(P r

6 ) and (P r
7 ) can be fulfilled by solving the linear sys-

tem in (30), where d(k) = δkN for k = 0, . . . , N ′
j − 1.

Thus, this proof is completed. �

It is important to remark that in Proposition 1, the ma-
trix Q and the vector d in (30) are independent to t, so
is the vector c. This is different from the construction
proposed in [8], where a system needs to be solved for
every t ∈ I.

4 Simulation results

In this section, numerical simulations are provided to
demonstrate the efficiency of the proposed pseudo-state
estimator. In the following example, the proposed esti-
mator will be compared to the one obtained in [8].

Example: Let us take N = 4, α = 1
3 , u = sin(5t), and

the following matrices in (11)-(12): B = (1, 0, 1, 0)T ,

C = (− 14
331 ,

98
993 ,

14
331 ,−

34
331 ), andA =


1 0 0 −2

3 −3 0 3

−1 1 −5 4

1 0 −1 0

,

which satisfy conditions (C1) − (C3). The pseudo-state
x of the system will be estimated on I = [0, 8] in dis-
crete noisy case with a sampling period Ts = 0.0005.
Firstly, x can be numerically obtained by using the
Grünwald-Letnikov scheme [1]. Recall that the real-
state of a fractional order system depends on both the
pseudo-state and an initialization function which is also
called history function [6,25]. Without considering the
history function, the uniqueness of the state cannot be
guaranteed. Consequently, the initialization problem
is an important concept for fractional order systems
[26]. In this example, by using a similar way as done in
[7], the initialization of the considered fractional order
system is realized as follows:

• the system is rest on ]−∞,−3[,
• the input u = 2t is imposed to the system on [−3, 0],
• the history function of x is generated on [−3, 0]
by using Grünwald-Letnikov scheme with x(−3) =
(0, 0, 0, 0)T .

We get: x(0) = (−0.8924,−2.1505,−1.1219,−1.0423)T .
Then, the output y is obtained on I using y = Cx. Let
yϖ(ti) = y(ti)+σϖ(ti) be a discrete noisy observation of
the output y on I, where ti = iTs for i = 0, 1, . . . , 10000,
{ϖ(ti)} is a zero-mean white Gaussian noise, and the

value of σ is adjusted such that the signal-to-noise ratio
SNR = 22 dB [27]. It was shown in [8] that the modu-
lating functions based pseudo-state estimator contains
two sources of errors: the numerical errors due to a used
numerical integration method and the noise error con-
tribution due to the noisy output. Hence, so does the
pseudo-state estimator proposed in this paper. In this
example, the trapezoidal numerical integration method
is applied to approximate the algebraic integral formulas
for the estimator obtained in [8] and the one proposed
in this paper. Recall that there is a design parameter m
in the estimator obtained in [8] to reduce the noise er-
ror. In order to give a guide to the choice of m, an error
bound depending on m was obtained for the noise error
contribution. Consequently, by using this error bound
analysis, the design parameter m in the estimator ob-
tained in [8] is chosen as: m = 2 on [0, 0.4[ and m = 14
on [0.4 + Ts, 8]. Finally, by applying Theorem 1, Theo-
rem 2 and Corollary 1, the obtained estimation results
for x2 and the corresponding estimation errors are shown
in Fig. 1 - Fig. 2. Remark that the estimation errors are
mainly due to the noise error contribution. The simu-
lation results clearly demonstrate the efficiency and ro-
bustness of the proposed pseudo-state estimator.

0 1 2 3 4 5 6 7 8

t

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
Grunwald-Letnikov scheme

Wei et al.(2017)

Proposed Estimator

Fig. 1. Estimations of x2.
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0.14
Wei et al.(2017)

Proposed Estimator

Fig. 2. Estimation errors of x2.

5 Conclusions

In this paper, a non-asymptotic and robust pseudo-state
estimator for a class of commensurate fractional order
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linear systems was designed in noisy environment. Com-
pared to the pseudo-state estimator obtained in [8], the
estimation process is greatly simplified due to the unnec-
essary of transforming the fractional sequential deriva-
tives to the classical ones, which avoids the elimination of
undesired terms and the generation of additional equa-
tions. By successively applying the fractional integration
by parts formula, the required fractional derivatives and
fractional order initial values were analogously obtained
by algebraic integral formulas in continuous noise-free
case. Moreover, different from [8] the time independence
of the fractional modulating functions construction ele-
gantly improves the efficiency of the proposed pseudo-
state estimator. Numerical results show the efficiency of
the proposed pseudo-state estimator and the robustness
with respect to noises is better than [8].
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